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• Day 1 (Monday) Reflection and 
looking ahead  

• Day 2 (Tuesday) Focus area 1: 
Machine actionability 

• Day 3 (Wednesday) Focus area 
2: Equitability 

• Day 4 (Thursday) Focus area 3: 
Fully AI Ready 

• Day 5 (Friday) Workshop 
conclusion



2016

…the FAIR Principles 
put specific emphasis 
on enhancing the 
ability of machines 
to automatically find 
and use the data, in 
addition to supporting 
its reuse by 
individuals. 



2016



Computability  
• FAIR data use knowledge representation languages and controlled 

vocabularies that reduce/eliminate ambiguity. 

Trustworthiness 
• FAIR data have (rich) provenance which provides evidence for the 

source of data. Provenance can include uncertainties and error 
estimation. Trust also requires large amounts of metadata. 

Equitabilty  
• FAIR data make explicit the conditions for reuse. Equitabilty can be 

technologically ensured, when data and metadata are FAIR  

2016



Workbench

First decade of FAIRification…

FAIR Practices & Training 

Workbench

FAIR Orchestration FAIR Data Visiting



Then came (2023) the LLMs 

Google Trends

FAIR

LLM



Then came (2023) the LLMs 

Google Trends

FAIR

LLM

Emphasis on “Large” = ChatGPT-4 has 1.76 x 1012 parameters and cost $100M 



Question 1: LLMs and the original vision of FAIR…  

Hypothetical search application on FAIR data.  
Mark Wilkinson, CBGP-UPM/INIA, Madrid 
2017

FAIR
Find me all known low molecular weight 
inhibitors of the Human p65 Protein.  
Separate the list based on those that 
were found in curated databases, from 
those that were found in self-deposited 
data archives.  Keep track of the license 
and citation information for each one.  If 
data is relevant, but not public, please 
provide the contact information for the 
person I need so I can request the data.



ChatGPT resolves ambiguity:  
• p65 - RelA, NF-κB  
• Inhibit - target, modulate 

ChatGPT follows a complex, 
natural language command. 

Reality check:  
It seems that Chat is good at 
identifying potential data 
sources, but isn't going much 
further than that... APIs will still 
be pretty opaque to an LLM!  
Data needs to be well-modeled 
and linked. 

Content generated using OpenAI's ChatGPT-4

Finding known low molecular weight inhibitors of the Human p65 protein (also known as RelA, part of the NF-κB complex) can be 
sourced from curated databases and self-deposited data archives. 

### Curated Databases: 
1. **ChEMBL**: A well-established database of bioactive molecules, ChEMBL includes several small molecule inhibitors targeting 
p65/RelA. These molecules are indexed based on their interaction data, activity, and relevance in drug discovery. You can access and 
download compound data under an open license from the ChEMBL site (EMBL-EBI). 

2. **PubChem**: This public resource houses chemical compounds, including those with inhibitory action on p65. Detailed 
molecular properties, including structure and bioactivity, are available. Licensing for data is open for academic use. 

3. **SMMDB**: The SMMDB (Small Molecule Modulator Database) contains detailed information on small molecules modulating 
targets like p65 in neurological and other diseases. It is a manually curated resource, providing PubMed links and compound details, 
including molecular weight, 3D structures, and inhibition data【15†source】【18†source】. 

### Self-deposited Data Archives: 
1. **ZINC Database**: This includes user-submitted and curated molecules, many of which target NF-κB, including p65. Researchers 
can deposit their findings here, making it a mixture of community-contributed data. Usage of the database is open, but some entries 
may require contacting the depositor for further licensing details. 

2. **IPAD-DB**: Although primarily focused on Alzheimer’s disease, the IPAD-DB contains data on molecules that modulate related 
inflammatory pathways, including NF-κB. Licensing details vary, but access is generally open【17†source】. 

### Citation and License Information: 
- Most curated databases like **ChEMBL** and **PubChem** offer open access with clear academic use licenses. **SMMDB** is 
similarly freely accessible for non-commercial research, while data in **ZINC** may have different licensing based on individual 
submissions. 
   
- For direct inquiries or requesting non-public data, each database typically provides the depositor's contact, especially in **ZINC** 
and **IPAD-DB**, where self-deposited entries may have restricted access.  

For the most comprehensive set of inhibitors targeting p65, I recommend starting with **ChEMBL** and **PubChem** for licensed, 
peer-reviewed data, and exploring **ZINC** or **IPAD-DB** for community-deposited resources.

- Mark Wilkinson (30 September 2024) 

Question 1: LLMs and the original vision of FAIR…  



Question 2: Is ChatGPT-4 FAIR?

I dialogued with ChatGPT-4 to 
assess the FAIRness of the 
tool, much as we do with 
many other resources in GO 
FAIR. 

Note: in this capacity, 
ChatGPT-4 is both a resource 
to be evaluated, as well as an 
automated FAIR assemsment 
tool. 

Reality check:  
The answer for F1 fails the 
relevance test fairly quickly. A lot 
of detail but not answering your 
question. F2 tends to do the 
same thing, listing criteria but 
not always responding to them, 
instead just defining them.
- John Graybeal (X October 2024)

These resutls lay the ground work for 
the FAIRification of the LLM itself. For 
example:  
• I asked also for JSON-LD regarding 

metadata (and got it without 
hesitation).  

• Can we can use this docuemnt to 
build a FIP for ChatGPT-4?  

• Can we ask ChatGPT-4 to FAIRify 
itself?  

• Can we ask ChatGPT-4 to FAIRify 
itself, aligned with a given FIP?  

• With all FIPs?  

https://docs.google.com/document/d/163LxY5Ig6s2U0EOF2U2Pg8oivXDiVneUjZ97tXm-NCc/edit?usp=sharing



• In the web of 1.76 trillion parameters, does ChatGPT-4 
contain, if only implicitly, all the information required to 
orchestrate FAIR operations on arbitrary data?  

• Given the vast training and validation data sets used to 
create AI, has the need for explicitly making FAIR data 
been obviated?  

• If the machine is acting (reliably) on data, is the data by 
definition machine-actionable?  

• Do we invest in making data more FAIR, or do we invest 
in making machines more intelligent (more discerning 
about data).  

• Who better to make data machine-actionable than a 
machine? 

Might we conclude that AI has obviated the need for FAIR? 



Key Considerations: 

• Filtering: The data collected from these sources are heavily filtered 
to remove noise, low-quality text, and duplicates.  

• Bias and Ethical Concerns: Training on public data can introduce 
biases present in the original content (e.g., social biases, regional 
biases), which is why researchers try to apply techniques to mitigate 
these issues.  

• Copyrighted Material: While efforts are made to use publicly 
available content, there are ongoing debates and concerns about 
training on data that may come from copyrighted works, especially 
when it is scraped without explicit permission. 

Content generated using OpenAI's ChatGPT-4

Might we conclude that AI has obviated the need for FAIR? 



Computability

Trustworthiness

Equitability

FAIR  
Considerations: Key Considerations: 
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to remove noise, low-quality text, and duplicates.  

• Bias and Ethical Concerns: Training on public data can introduce 
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Content generated using OpenAI's ChatGPT-4

Might we conclude that AI has obviated the need for FAIR? 



Legacy 
Data AI

AI issues: Noise, Bias, Copyright 

FAIR for AI for FAIR



FAIR for AI for FAIR

FAIR 
Data

•  Less noise 
•  More Trust 
•  More Equitably 

FAIRification Enhance FAIR 
AI

Legacy 
Data
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FAIR for AI for FAIR

FAIR 
Data

•  Less noise 
•  More Trust 
•  More Equitably 

Enhance FAIR 
AI

Automated 
FAIRification 

Orchestration of FAIR data:  
AI does F, A, I, and R 

Outputs data 
in FAIR formats

FAIRificationLegacy 
Data
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FAIR

as in 

“fair”


FAIR

as in 


“AI-Ready”
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